Hi all,

For those of us who may not be able to attend the Literature group meeting in St. Louis on Nov. 14th-16th, yet want to “be” there, a possibility exists of setting up a videoconference environment. We have been conducting some tests towards this.

EVO (http://evo.caltech.edu/), a Java-based evolution of VRVS, widely used by several transnational groups especially in the high-energy physics realm, can provide video/audio/IM transmit, whiteboard and file sharing, and desktop broadcast among several platforms (XP, Mac, Linux). It does not need dedicated equipment such as H.323 boxes (Polycom, etc.) although it can use them. Anyone having a current-technology desktop with a webcam and a microphone/speaker set can get an account, log in, and be in a virtual room, able to see audio and video streams fed by other participants. These, however, are optional—one can choose at any minute whether or not to send video, audio, desktop, etc., although will always be able to see what others are broadcasting. The system uses dedicated servers distributed all over the world and connected to main trunks; one links to one of these servers (in a transparent way) and joins an ongoing meeting, or set ups/books one. As with any multipoint videoconference system, the overall ultimate quality will depend on bandwidth.

In our tests, we have been able to get reasonable audio and video with four participants, as long as they are using different links (i.e. if two participants are sharing a low-bandwidth link, their video uplink gets very choppy and results can be very poor). However, in the setting for the St. Louis conference this may not be the case, as we will be at different sites. We have tested up to three streams coming from the same laboratory and video/audio was acceptable on a T1-type link. A glitch concerning the whiteboard sharing was fixed upon request by the EVO team yesterday. Also, we have encountered one case where registration was unsuccessful and haven’t been able to figure why, although we managed to work around the issue.

EVO does not provide at this time interactive desktop sharing, although it does provide desktop broadcasting. However, Anna’s account on WebEx should provide this facility free for up to 10 remote participants. We have tested EVO and WebEx simultaneously and it does work. Even for participants not using EVO, video broadcast can be relayed through the WebEx desktop. Skype can also coexist for audio with up to 9 participants (video, however, is restricted to just one call).

The ideal setting will be an EVO meeting along with a WebEx meeting initiated at St. Louis, where Chuck’s Polycom could be used to broadcast one video/audio from the general room for others to follow. (The H.323 box could link to a computer there, so that its far superior echo cancellation and video quality over simple webcams could allow for a smooth broadcast). All of us linking from abroad would join the EVO and WebEx meetings, using the later to see or show the presentations or documents as they are needed, and any platform to exchange data and documents. Our audio/video streams would be seen by others, both at the meeting and abroad. All streams and interactions (including whiteboard and presence data) can be recorded by any participant, if so decided, and played back later.

If you are interested in participating by videoconference, it would be advisable to run some tests for your particular setting. What follows now is some advice on this. The documentation provided by the site is also quite helpful.

First you should make sure that your firewall does not play games. All basic interactions in EVO come and go through port 46015, so you must leave this open. Ask your site’s administrator in case you are using a corporate firewall. You may register but will NOT be able to enter the environment without this port open. There are other, optional ports that EVO could use in order to improve performance that you may also want to leave open; the documentation lists them all. WebEx, however, seems very ghostly: it can traverse firewalls easily.

Then, you should register. You should go to http://evo.caltech.edu/, enter the site, and Register. As the systems provides encryption and works by downloading Java programs, you must grant the site permission to install and run the applets. Choose a login, identify yourself, and confirm your login by using the link or key e-mailed to you. On tests, we have found it much safer to use the provided login key rather than the provided link. This process should be relatively fast, although in one case at least it has failed for unknown reasons. If this is the case with you, please let me know and I will obtain a working account for you.

Once you have registered, you use your login name and password to enter the system. First login can be S-L-O-W, as a large Java client called Koala needs to be downloaded. Please be patient. Make sure you have a current Java environment version installed in your computer.  Subsequent logins are far faster unless a new version of the client is enforced and the system pushes it down.

Once the client has downloaded (and remember, you must authorize your operating system to use it, and unblock it from accessing the Internet, depending on your security settings), it will try to log you in. It can stop for a while when the progress bar reads some 32%, while the client takes a reading of your operating environment. Once you provide login and password, approximately at 81% progress, the system may continue or stall. If it does stall, then your firewall is blocking the client and you cannot go any further; you must make sure port 46015 is open and no security policy in place is blocking the applet.

Then, you are in.  By default you are in the Universe group. A list of ongoing meetings is available, and you may join any one that is either free or for which you know the meeting’s password. We conduct our tests either in the Testing room (available to everyone) or in the TDWG room.

From there on, it’s just a matter of playing with the thing (or reading the, ahem, manual!), but it is quite intuitive and straightforward. Buttons allow you to start/mute camera, mike, sound, etc.; a chat window is always available. I will be around the testing room often, so if you need help or please contact me there or by e-mail, artarip@unav.es (or skype: artarip) and I will walk you around or try with you to work around issues. 

Fine-tuning the system may need some little fiddling, but overall it’s relatively easy. Most tweaks pursue reducing the consumed bandwidth, and this in turn has more to do with video stream than with anything else. On tests, we have found quite it acceptable to achieve a 5-10 fps transmit at quality=10 for a QVGA image (320x240) using I420 compression. These adjustments can be done from within EVO. This usually brings the used bandwidth down to 100 kbps, which is quite compatible with almost any ADSL uplink. Downlink under these conditions should allow for a sustained four or five video streams even on modest ADSL lines. There is an option to use voice-activated video switching. Desktop broadcast can be partial or total, in this case using 4VGA (enough for a 1024 screen without having to downsample) although full screen sharing will better be done with WebEx (the host can decide who’s sharing the desktop for others to see). 

At any rate, please remember that we are playing with edge technologies working against bandwidth limitations. Issues will happen that do not appear, for instance, in a Halo or Telepresence environment. But then we aren’t on a megabuck budget either! ;-)

Regards,

A.- & A.-

